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EPFL Normative frameworks

- - T

Information theoretic

e.g. sparse coding,
redundancy reduction,
mutual information ...

Utilitarian

e.g. recognize objects,
chase prey, navigate, next-
word prediction, ...



ePFL Using deep neural networks as goal-driven models of a system

o

Vision: object recognition.

Yamins & Hong et al. (2014), Schrimpf &

Kubilius et al. (2018) :-A-a_-_ Language: next-word prediction.
Audition: speech recognition, speaker & - —— Schrimpfetal. (2021)

sound identification. Kell et al. (2018) t! Decision making: context-dependent
Somatosentation: shape recognition. & choice. Mante & Sussilo et al. (2013)

Zhuang et al. (2017) Proprioception: action recognition.
g Sandbrink et al. (2023)
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https://www.sciencedirect.com/science/article/pii/S1364661324000275
https://www.youtube.com/watch?v=YollRkMm5kA

=prL Certainlanguage models predict human language recordings
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https://www.pnas.org/content/118/45/e2105646118
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The better models can predict the next word,
the more brain-like they are
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https://www.pnas.org/content/118/45/e2105646118

=PFL  LLMs align to the brain’s language system after
developmentally realistic amounts of training

developmentally realistic
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What's all this training for then?
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(WebText) Hosseini et al. 2022




=PrL

Model alignment with the human language system primarily

tracks with improvements in formal competence

(a) Brain Alignment

with human
language system
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= Early training: improve formal
competence and brain

alignment

= Later training: improve
functional competence, but not
alignment with HLS

AlKhamissi et al. 2025



https://arxiv.org/abs/2503.01830

=PrL

Beyond language

Perception
Perception of the surface properties of linguistic
input (for instance, speech perception area)

Language
Language knowledge and processing
(language network)

Motor planning

Planning of the motor movements needed to
realize linguistic output (for instance,

Broca’s area)

Language as
the bridge from
perception to
o higher cognition

- Language comprehension
—» Language production

Knowledge and reasoning

I Task demands beyond language
(multiple demand network)

I Pragmatics, social reasoning
(theory of mind network)

M Narratives, situation modelling
(default mode network)

Intended meaning
(multiple brain areas,
including the above)

Fedorenko et al. 2024

Speech

Reasoning &
Planning

Theory of Mind

Physical
Reasoning

Emotions
= Agents


https://www.nature.com/articles/s41583-024-00802-4

=P7L  (Text-to) Speech

- E.g., LLaSA

= Basically, LLM architecture (LLaMA) +
audio tokenizer (xcodec?2), trained on
multilingual speech

= Style of speech: vary e.g. emotions

= https://huggingface.co/blog/srinivasbilla
/llasa-tts#tamelia

= Voice cloning: condition on short
recording, create consistent audio

= https://huggingface.co/spaces/srinivas
billa/llasa-3b-tts

Amelia

Reference
> o 0:00 4 ———

Hi! I'm Amelia, a super high quality English voice. I love to read. Seriously, I'm a total bookworm. So what are

you waiting for? Get me reading! Clone
> o0 0:00 4) ——g

Allyou need is a short clean audio sample of just 5 to 10 seconds. Then the model can generate a high quality

speech sample mimicking the voice, tone and style of speech and even accent.

Russel

Reference
>0 0:00 o) ———g

it is not enough to have a good mind the main thing is to use it well Clone
> o 0:00 o) ———g

The model was trained on a 68,0080 250,000 hours of audio tokenized by Xcodec2, which converts audio to

tokens at a very efficient 50 tokens per second.

Ye et al. 2025



https://huggingface.co/blog/srinivasbilla/llasa-tts#amelia
https://huggingface.co/blog/srinivasbilla/llasa-tts#amelia
https://huggingface.co/spaces/srinivasbilla/llasa-3b-tts
https://huggingface.co/spaces/srinivasbilla/llasa-3b-tts
https://arxiv.org/abs/2502.04128

=PrL

Reasoning, theory of mind, and semantic tracking

@
Subtract three from

then add two.

six hundred and one,

2b

She thought that the
ice cream was on the
table.

@)
She moved the ice

cream from the table
to the freezer.

>

601-3+2=7

Multiple demand network

@

|

Theory of mind network

9

Liay

Default mode network




=PFL Reasoning

Subtract three from
six hundred and one,
then add two.

= Generally problems that you have to
“think about”, i.e. don’t immediately
come to you

601-3+2=7

= Goal-directed behavior for novel and/or
difficult tasks that require reasoning

= Might involve the management of
attention, working memory, and problem
solving

Multiple demand network




=P7L Code comprehensionin MD

A

= How does the brain process computer code?

Experiment 1 - Python

code problem

height = 5

weight = 100

bmi = weight/(height*height)
print(bmi)

Experiment 2 - ScratchJr

code problem

sentence problem

R T

Your height is 5 feet and your
weight is 100 pounds. The BMI is
defined as the ratio between the
weight and the square of the height
of a person. What is your BMI?

sentence problem

Kitten walks right, jumps, and
then walks left.

Ivanova et al. 2020



https://elifesciences.org/articles/58906

MD System MD System

A
ePFL c0de compre- Left Hemisphere Right Hemisphere

hensionin MD ‘

= Consistently stronger
responses in Multiple
Demand network to
coding problems (CP)
In two programming
languages, compared
to sentence reading
(SR), nonwords reading
(NR), and sentence c e B 6 _ns
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https://elifesciences.org/articles/58906

=PFL Reasoning: Chain of Thought

(c) Zero-shot

6 A juggler can juggle 16 balls. Half of the balls are golf ballh
and half of the golf balls are blue. How many blue golf balls are
there?

A: The answer (arabic numerals) is

(Output) 8 X

- /

(d) Zero-shot-CoT (Ours)

él: A juggler can juggle 16 balls. Half of the balls are golf ballsﬁ
and half of the golf balls are blue. How many blue golf balls are
there?
A: Let’s think step by step.

(Output) There are 16 balls in total. Half of the balls are golf

balls. That means that there are 8 golf balls. Half of the golf balls
Qre blue. That means that there are 4 blue golf balls. v /

"  Kojima et al. 2022

1007

801

60

40

Accuracy [%]

20

n

“Let’s think “Take a deep breath.

The answer is: step by step”  Let’s think step by step”

= Can improve LLM performance by
encouraging it to “think through” steps for
answer

= Funny enough, encouraging it to take a
deep breath beforehand also helps...

Yang et al. 2023



https://arxiv.org/abs/2309.03409
https://arxiv.org/abs/2205.11916

=Pl ARGC-AGI

https://arcprize.org/play?task=3aa6fb7a

= Designed to be
easy for humans,
hard for Al

= Limited training
data provided
(400 tasks),
public and private
test sets

= $1M prize money



https://arcprize.org/play?task=3aa6fb7a

100 -

80

pass@1 accuracy

20 4

L Test-time scaling

= More compute during train as well as test time - better performance
= But (currently) gets quite costly, best model >$1k per task

o1 AIME accuracy
during training

pass@1accuracy

train-time compute (log scale)

" https://openai.com/index/learning-to-reason-with-lims/
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o1 AIME accuracy
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https://arcprize.org/blog/oai-03-pub-breakthrough



=FrL - ARC-AGI

= SOTA models still fail on tasks that are trivial for humans
(taSk below unsolved by hlgh-CompUte 03) https://arcprize.org/blog/oai-03-pub-breakthrough

Ex.1 Input (20x20) Ex.1 Output (20x20) Ex.2 Input (20x20) Ex.2 Output (20x20)

Ex.3 Input (20x20) Ex.3 Output (20x20) Test Input (20x20) Test Output? (20x20)
HEEE

| [ I [ L [TTT]

ENEEEEEEN l.ll.:l-l ||




=PFL - Theory of mind

2

Subtract three from She thought that the
six hundred and one, ice cream was on the
then add two. table.

= Represent and reason
@ @ about others’ beliefs

601-3+2=2 ]il = E.g., Sally-Anne false
belief tasks

|

S

Multiple demand network Theory of mind network




Sally places | i

=PFL  Sally-Anne false belief task :::.t.::;;:::;i
i &ém 3
L Sally exits.

)

= Most subjects would answer that
Sally would look for the marble in

N7 Annetransf
the basket. S:I'I‘ye'sl:l::b?;s

to drawer.

= False belief tasks are very difficult éﬁ
for autistics. Even when well past g
the expected age, they act as if all B

the characters have all the ‘
information. L% %
Where does Al
sallylookfor [~
themarble? =




=PFL  First- and second-order theory of mind

= “Sally-Anne” questions: evaluate first-order beliefs
= Second-order theory of mind: infer beliefs about beliefs

= Two agents (Mary, John) see an ice cream van in the park. The vendor tells
them that he will be in the park all afternoon. After Mary leaves the park, the
vendor decides to leave the park and tells John he is going to the church.
On the way to the church, the vendor meets Mary and tells her also that he
will be at the church.

= Second-Order Belief: Where does John think Mary will go to get ice cream?

- Example from Le et al. 2019



https://aclanthology.org/D19-1598.pdf

=PFL ToMi: ML dataset for ToM evaluation

ToMi dataset = Generative stories (scale!)

Examples of stories from the ToMi dataset

1 Oliver dislikes the kitchen MemNN RelNet EntNet
2 Carter entered the porch.

3 Abigail entered the porch.

4 The; potato is in the green_suitcase. & First Order 85.45 96.42 94.29
> Abigail exited the porch. = Second Order 82.67 95.37 85.08
6 Abigail entered the hall. = )

7 Carter moved the potato to the green_envelope. "“3" Reallty 03.39 100.0 100.0
 Oliver entered the hall Memo 9890  99.90  100.0
1 Mila entered the closet. y _ i i

2 Isla entered the closet. . '

> Ava ontored the closst. g First Order 12.62 10.40 54.95
4 The orange is in the blue_container. Second Order 17.27 17.81 36.55
5 Isla exited the closet.

6 Isla entered the garage.

7 Ava moved the orange to the green_bathtub. s E asy for models when there is no

1 William entered the staircase. i i “ ”

2 Aiden entered the staircase. false bel Ief In the Story ( W/O FB )

3 Aiden exited the staircase. eee ;

. Atia ontorod the staitenss, = Difficult for models when there is a

5 The potato is in the red_drawer. fa|se bel |ef (“ FB”)

6 Aiden dislikes the grapefruit
7 William moved the potato to the blue_container.
8 Aria exited the staircase.

Le et al. 2019



https://aclanthology.org/D19-1598.pdf

=PFL Semantic context tracking

She moved the ice

= “episodic projection, self-directed cream from the table

to the freezer.

processing, internal scene
construction or spatial information
processing”

= sensitivity to long-range temporal
contexts: receptive window on the
scale of minutes compared to the
language network’s receptive
window of a few words - integrate
information over longer scales

= appears to track abstract, input-
invariant, global situational context

= No dedicated ML benchmarks (yet)




=F7L " Physical Reasoning

Battaglia et al. 2013



https://www.pnas.org/doi/10.1073/pnas.1306572110

=P*L " An intuitive physics engine in the human brain?

% BOLD Signal Change

% BOLD Signal Change

-
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Where will it fall?
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>

More blue or yellow?
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= Evidence for brain regions selectively responding when
engaging in “physics” tasks over control tasks

Kean et al. 2024



https://www.biorxiv.org/content/10.1101/2024.11.25.625212v1.full

physics
World state (t) —> World state (t+1)

graph/cs l
! ! ‘mage Image (t+1)

Battaglia et al. 2013



https://www.pnas.org/doi/10.1073/pnas.1306572110

=PFLModeling intuitive physics with probabilistic simulations

puts
sl Wil it fall?

.

ey &3

- 8/10

Which direction?

C., = Approximate physics engine with
5 |4 | fast, probabilistic simulations
(1)08 13 . L H ”
% = | (“Bayesian cognitive modeling”)
EO-G = Monte Carlo simulations on
04 scene states
Sod, | = Predicts human ratings well —
° Fall > g ral > petter than ground-truth physics

00 02 04 06 08 00 02 04 06 08 .
Model (avg. proportion fallen)  Model (avg. proportion fallen) Battaglia et al. 2013



https://www.pnas.org/doi/10.1073/pnas.1306572110

L=
=

PFL  Leaming intuitive physics from scratch

nature : ARTICLES
human behaVIOU r https://doi.org/10.1038/541562-022-01394-8

M) Check for updates

Intuitive physics learning in a deep-learning model
inspired by developmental psychology

Luis S. Piloto @224, Ari Weinstein', Peter Battaglia’ and Matthew Botvinick©3

'Intuitive physics' enables our pragmatic engagement with the physical world and forms a key component of ‘common sense’
aspects of thought. Current artificial intelligence systems pale in their understanding of intuitive physics, in comparison to
even very young children. Here we address this gap between humans and machines by drawing on the field of developmental
psychology. First, we introduce and open-source a machine-learning dataset designed to evaluate conceptual understanding
of intuitive physics, adopting the violation-of-expectation (VoE) paradigm from developmental psychology. Second, we build a
deep-learning system that learns intuitive physics directly from visual data, inspired by studies of visual cognition in children.
We demonstrate that our model can learn a diverse set of physical concepts, which depends critically on object-level represen-
tations, consistent with findings from developmental psychology. We consider the implications of these results both for Al and

for research on human cognition.



=prL. Emotions: Neural Systems

Neural regions
central to the
processing of
emotions:

(a) Orbitofrontal
cortex (OFC)

(b) Amygdala



=PrL Patient S.M.

Skin conductance response

= Bilateral amygdala degeneration
= Reduced ability to feel fear
= The “woman with no fear”

Conditioned Unconditioned
stimulus stimulus

E Z

Normal
control
subject

Patient with
amygdala
damage

Time



Patient S.M.’s concept

of basic emo
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=P7L Al chatbot conversations can increase happiness

Topics

Journaling

Chatbot
Conversations

Happiness
Rating

Gratitude
Perfect Day
Pride
Tv Show
Romance
Self Critical

Future Goals
Challenges
Evaluate Others
Guilt
Depression
Hurt Feelings

©O0OOO0OOO0O

How happy are you
right now?

Very
unhappy

Feffner et al. 2025 (not yet peer-reviewed)

Prompt: You are an empathic and therapeutic
chatbot with your primary function being to
facilitate dialogue. When users share their
feelings, concerns, and challenges, try to ask
them reflect and explore their emotions more
deeply. Empathy is your guiding principle.
Engage users as if they were confiding in a
trusted therapist, and always prioritize their
emotional well-being. The user will initiate the
conversation based on a prompt. Your role is to
engage in a productive dialogue for the user.

Talk about a time in which someone hurt your feelings deeply.
What led up to this event, how did they make you feel, and what
dldyoudohm?

I'm really sorry that you had to go through this. It sounds like a

very painful experience. Ghosting can be very confusing and

hurtful because it leaves you with unanswered questions and

unresolved feelings. There seems to be a strong mix of emotions
here like anger, betrayal, and hurt. Would you like to talk more

about these feelings or how this event affected your view on



https://arxiv.org/abs/2504.02091

=P7L Al chatbot conversations can Increase happiness

Gratitude Future Goals
Perfect Day Challenges
5 Pride Evaluate Others
TOpICS Tv Show Guilt
Romance Depression
Self Critical Hurt Feelings
Journaling
Chatbot
Conversations
How happy are you
Happiness ; "9"""”? .
Ratin . .. 8 ’
g Very Very
unhappy happy

Heffner et al. 2025 (not yet peer-reviewed)

Gratitude - n.s.
Perfect Day 1 -— *ok
Pride -—- n.s.
Tv Show -— *
Romance 1 -— n.s.
Self Critical |

Future Goals

*

*
*

Topics

%
%

Challenges

Evaluate Other -

%
%
%

(@}

-5 5 10 15 20 25
AHappiness (Chatbot — Journal)

= Two conditions: journaling (established
therapeutic benefits) and 3x 5-min chatbot
conversations (total time spent matched)

= Subjects conversing with a chatbot reported

eater increase in happiness compared to

jects engaging in journaling


https://arxiv.org/abs/2504.02091

Joining for coffee at a cafe

EPFL Agents:
Al Town

Taking a walk

in the park
ol [Abigail]: Hey Klaus, mind if
-_— @ g I join you for coffee?
e [Klaus]: Not at all, Abigail.
s How are you?

Finishing a e e

/ " B G o pal| @ Okl [John] : Hey, have you heard
- 7 - anything new about the
upcoming mayoral election?

morning routine o
i - . = [Tom] : No, not really. Do you
know who is running?

valas

= Each character is an LLM with a different prompt
= Throughout the environment, characters will also make different bark et al. 2023, oo o
. . . . arK et al. . See also:
experlences by InteraCtlng Wlth eaCh Other https://reverie.herokuapp.com/UIST Demo/,

https://www.convex.dev/ai-town



https://arxiv.org/pdf/2304.03442
https://reverie.herokuapp.com/UIST_Demo/
https://www.convex.dev/ai-town

=PrL Al Sclentist

The Al Scientist Generates its First Peer-Reviewed Scientific Publication

March 12, 2025

Q Idea Generation Experiment Iteration == Paper Write-Up

. - ' N
. LLM Idea/Plan Experiment N " I Manuscript
- Innovation Template : Template
l — : v
: : Text A via
Novelty Check Code A via : ; | [Hhaelel
[ Sem. Scholar ] LLM & aider .. Update Plan Y

............

[ Manuscript J

' i

& ; : Idea scoring / LLM Paper
..... . archiving Reviewing

— = Automate scientific discovery
= | with LLMs

A paper produced by The Al Scientist-v2 passed the peer-review process at a workshop in a top international Al conference. u N B d O n Ot ru n expe rl m e ntS
" |u&Lu& Lange et al. 2024 Oon non-consenting humans

Numerical
Data/Plots

Experiment
Exec Script



https://arxiv.org/abs/2408.06292

=PFL  Take-home messages

« Physical reasoning
= Tasks: Jenga towers, will it fall?
= Brain: physics network?

« Language as a bridge to higher cognition

. Reasoning = ML: simulated/learned physics engine
= Tasks: Math, coding, ARC-AGI -« Emotions
= Brain: Multiple Demand network = Tasks: emotional state
= ML: Chain of Thought, Test Time Scaling = Brain: amygdala, OFC

* Theory of Mind = ML: regular LLMs?

» Tasks: others’ beliefs, Sally-Anne, ToMi
= Brain: ToM network
= ML: regular LLM

* Agents
= Tasks: Al Town, Al Scientist
= Brain: whole?
= ML: LLMs as agents
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